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Symmetry-adapted perturbation theory (SAPT) has been used to investigate the intermolecular potential energy
surface of CHCN—CO,. A SAPT computation was performed for approximately 200 geometrical
configurations using both a coarse grid in the five intermolecular coordinates and selected representative
cuts. Four near-local minima are located on the potential energy surface. The deepest of th288 is
kcal/mol.

1. Introduction can be fitted to an analytical form independently of the other
components. This can lead to significant physical insight about
the interaction in contrast to the currently more popular
supermolecular (SM) method which returmsly a single

Weak intermolecular interactions play a particularly important
role in the computer simulation of liquids. An excellent

example of a process that displays this characteristic is SUper- . ber. SAPT has been used to successfully investigate a

critical fluid (SCF) CQ extraction? When SCFs are com- : . . 6 e 47 Lt B A
pressed to liquidlike densities, their solvent strength dramatically van;aty of systelrys mcludl?lg ArHa) He 12HF’ He-CO Ar
HF,> He—C,;H,,*° H,—CO; and (l‘bO)z

increases. A closed system can then be built to extract materials . - . .
. . L Section 2 introduces definitions necessary for analyzing SAPT
of interest from a more general mixture. Carbon dioxide proves . : : . .
. . - results. Section 3 describes the computational details. Section
to be an excellent choice for this process because of its , . . ;
; S : 4 investigates some representative cuts of the potential energy
nondestructive character and because it is environmentally o
. . ; . . 7 surface (PES) for the GJEN—CO, system and specifies the
benign. Some industrial processes, such as caffeine extraction - - > )
toarse grid used for the majority of the geometrical configura-

already make profitable use of this procedure. : . . . .
i . tions investigated. Section 5 presents conclusions.
The Department of Defense community sets a priority on

developing an environmentally beneficial and cost effective way », Method

to recycle solid energetic materials which have reached the end

of their rated lifetime. Significant environmental and economic ~ References 4 and 5 present recent reviews of SAPT and
advantages could result from an industrial scale, closed-systemprovide an excellent overview of the method. Further details
recycling procedure based on supercriticab,@fD this particular on the explicit derivation of the theory and implementation can
application. Unfortunately, certain components in composite be found in refs 1320. We present only a necessary amount
propellants are not sufficiently soluble in pure SCFG@®make of notation to interpret the results of the present work.

this extraction process viable. The solubility characteristics of ~ The dimer Hamiltonian is decomposed by SAPT into three
these components can be enhanced with the addition of so-calledyeneral parts. The first two, the Fock operatorand the
modifier molecules. These typically polar molecules increase Mgller—Plesset type intramonomer correlation opersttbhave

the solubility strength of the SCF, but little is known about the Separate contributions from both systems A and B and are
detailed molecular interactions accounting for the increased Written asF = Fa + Fg andW = W, + W, respectively. The
solubility. The first step toward simulating the entire system third part of the Hamiltonian is the intermolecular interaction

is knowledge of accurate intermolecular potentials for all dimer operatorV, which mediates interactions between the two
interactions in the system: the solvesblute, solvent systems. The total Hamiltonian is then writtenths= F + V

modifier, modifier-solute, and each with itself, e.g., solvent ~ + W. The wave function used with this Hamiltonian is the
solvent. Methyl cyanide (CKCN) has been shown to be an  product of the system A and B wave functions. This product
effective polar modifier for enhancing the dissolution of one of wave function does not obey the Pauli principle. The correct

the important solid energetic materials, RDX, in SCF.G®his permutational symmetry of the electrons between systems is

work will focus on mapping the detailed potential energy surface imposed on the product wave functions using an antisymmetrizer

of CQ, interacting with CHCN. described in more detail in refs 4 and 5 and references within.
Symmetry-adapted perturbation theory (SAFPT§ a natural The intermolecular interaction ener@ within the SAPT

choice to find the interaction energy of the gEN—CO, system framework can then be expanded in powers of the intermolecular
or any two closed-shell weakly interacting atomic or molecular interaction operato¥ as

systems. SAPTirectly and naturally separates the interaction

energy into four physically interpretable componengtectro- E.= Eg;t‘i‘ Eélx)cth Eff.)| + ng)ch‘i‘ (¢D)]
statics exchangedispersion andinduction Each component

has distinct radial and angular dependence for each system andvhere the first two terms on the right-hand side of eq 1 can be
interpreted as the classical electrostatic (Coulomb) and exchange
* Author to whom correspondence should be sent. energies, respectively. The exchange components are the result
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of the antisymmetrization previously mentioned. They can also TABLE 1: Nuclear Coordinates (in A) for the CH sCN

be viewed as an effect of resonance tunneling of electrons [\Iﬂlsn%mer Ge?nl\}letry'f Eaﬁh gCCN a|ng(|)eliessslgg'77§\lf504 o
between the interacting systems. e Center of Mass for the System Is O. rom the

i ~Inner Carbon between the Two Carbon Atoms
The second-order terms in eq 1 naturally separate into

dispersion and induction components as atom X y z
C 0.0 0.0 0.0
C 1.477 947 0.0 0.0
EQ =EQ +ER, 2 N —1.170 898 0.0 0.0
H 1.849 295 0.0 1.035 345
H 1.849 295 —0.896 636 —0.517 673
and analogously for the exchange component H 1849 295 0.896 636 0517673
B = Ering + ESnaisp 3) estimated it by scaling2). ., by the ratio of the correlated to

uncorrelated induction components by
The dispersion energy is a result of the interactions of the two

monomers’ instantaneous electric moments. The induction tE22)
. . . . tE(22) ~ —=(20) ind 7
energy describes the interactions of the permanent and induced exch-ind ™ Sexch-ind resp _o0) (7

multipole moments of the two monomers. The second-order ind,resp
exchange-dispersion and exchange-induction energies result

from electron tunneling between systems related to the disper- There exists the following relation between the supermo-
sion and induction components of the wave function. lecular Hartree-Fock interaction energy and the SAPT expan-

Equation 1 implicitly indicates the inclusion of fuihtra- sion?%:24
monomer electron correlation. Within the SAPT framework,
this is only currently possible in the case of four-electron B = E‘(31|sot)+ E&%LﬂL E§§3?resp+ Eg%)mnd,,esp-i- o (8)
systemg122 To describe the intramonomer electron correlation
for larger systems, we also perturbationally expand each of thewhere 0HF indicates the sum of higher order induction and
components in eq 1 in powers W. For example, the first-  exchange terms. The first- and second-order terms in eq 8 are
order polarization energy is now expanded in a double perturba-those calculated in the current implementation of SARF
tion series is defined as the difference between the sum of these SAPT
terms and the supermolecule HF ener@};. In order to
W ® 1 incll_Jde some of the higher order in_duction terms qurrently not
Eeist= ZEem (4) available in SAPT, we use a hybrid method that includes the
k= supermolecular Hartred=ock energy and the correlated portion
of the SAPT components indicated in eq 6. The total interaction

WheI’EK_ indic_ates the_order iw. It IS convenient to split energy in the present work will then be approximated by
expansions like eq 1 into terms that include and that neglect combining eq 6 and eq 8 to give

intramonomer correlation. This is written explicitly for the first-

order polarization energy as E  — EMF 4 peor 9)
int int int
(1) — (10) @ . . . . .
Eeist= Eeist T €aist (5) For more discussion about this relationship and further refer-

ences see ref 5. The BoyBernard?® counterpoise (CP)
where the second term sums all terms of order one and abovescheme is always used to complEH and other SM quanti-
in Win eq 4. The sum of these terms through ktie order in ties of interest in order to eliminate basis set superposition error
W will be indicated by the notatiog{) (k). Similar definitions ~ (BSSE)>?
are assumed for the other components as well.

The first-order polarization and second-order induction
components are calculated with the inclusion of the coupled We used Dunning’s correlation consistent basis augmented
Hartree-Fock type response of a perturbed system. Compo- with diffuse functions labeled aug-cc-PVBZ?° as a starting
nents computed in this manner will be indicated with the point for all calculations with modifications as described below.
subscript “resp” as ifECY ___ The intramonomer correlation ~ The CHCN monomer geometry was determined by a QCGISD

3. Computational Details

effects in induction inténrcgg:ipons will be approximated'&{?), calculation with the full inclusion of inner-shell electrons
the so-called “true” correlation contribution which collects those OPtimizing the monomer's total energy. The nuclear coordinates
parts of theEi(ﬁg) correction that are not included Ei(lfg)resp for this monomer are presented in Table 1. For carbon dioxide,
Note thatE@® — 49 ' a carbor-oxygen distance of_ 1.162 047 A was taken from ref
elst elstresp . . . 31. Both monomer geometries were then fixed for all further
_ The correlated SAPT portion of the interaction energy then study. Gaussian $3and AtmoPB3 were both used to perform
includes the necessary SCF calculations. Both programs are interfaced
to the SAPT suite of codes.
Ep" = €02 resk3) + €onr(2) + 'EGY + EGO + £4(2) + Optimizations of the full dimer energy in the full dimer basis
E20) @) ©6) set with fixed internal monomer g_eom_etnes were then per_formed
exch-disp exch-ind at the MP2 level of theory, again with full inclusion of inner

core electrons. Four local minimum geometries were located
The '€Z2), .4 component which partially quenches the corre- with this procedure and will be designated,@& = 1, 2, 3, or
sponding induction component is not currently coded. We have 4. These geometries, shown in Figure 1, serve as starting points
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Figure 1. The four local minimum geometries labeled as G1, G2, G3, and G4 in Table 2. The geometry G1 is the most strongly bound of these
four minima at—2.90 kcal/mol.

TABLE 2: Coordinates for the Local Minimum Geometries G1, G2, G3, and G4. The Units for Distance and Angles Are A and
Deg, Respectively

geometry R b1 Y1 P2 02
Gl 3.327 156 107.746 148 119.852 998 116.669 519 359.978 866
G2 4.652 572 7.954 955 59.997 536 95.612 989 359.870 681
G3 4,276 012 179.643 584 60.183 120 89.771 324 170.272 920
G4 5.572 889 0.012 626 61.490 949 179.921 826 1.518 053

for investigating interesting portions of the PES. Since a as given in Brink and Satchlé?. A pictorial representation of
counterpoise-corrected optimization procedure was not used forthese coordinates as applied to this system can be seen in Figure
the minimizations, BSSE may affect the positions of the local 2. Ris defined as the length of the vector connecting the centers
minima. No attempt to quantify this error was made since the of mass between the two monomers. Each center of mass is
minimum geometries were used only for the purpose mentioned located at the origin of a system of Cartesian coordinate axes,
above. Subsequent discussion of these geometries refers to thand these two sets of axes remain fixed and parallel to the space-
SAPT computations which are not biased by BSSE. fixed coordinate system. The vectBrcoincides with theZ

The coordinates of the MP2 local minimum geometries are axis and points in the positivé direction. One set of Euler
provided in Table 2. A description of the coordinate system is angles is assigned to each of the molecules and is defined with
given in the next paragraph. In configuration G1, the,@%is respect to the Cartesian coordinate axes associated with that
is in a slipped, nearly parallel position (away from the L{H molecule. The angles are given by the variabtes3,y1) for
group) with respect to th€s axis of the CHCN molecule (see the orientation of CHCN and (t2,(2,y2) for COs.

Figure 1). In configuration G2, the GGs oriented along and The dimer configurations are obtained from the independent
nearly perpendicular to the major axis of N toward the Euler angles by rotating GIEN abouty, followed by rotating
CHs group. Configuration G4 has the G@ a similar location, each monomer through its respectige angle, and finally
but the CQ major axis is nearly aligned with the GBNN axis. rotating the C@ molecular axis through ita; angle. y; is the
Finally, configuration G3 is oriented in the same way as G2 angle of rotation of CHCN about itsC; axis (hereafter referred
except toward the nitrogen atom. to as its “molecular axis”). This can be further defined as a

The dimer configuration has been specified by coordinates rotation about the CCN axis between a half-plane and the
consisting of a separation distariRand two sets of Euler angles  stationaryXZ plane. The half-plane is formed by the &EN
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Figure 2. Graphical representation of the coordinate system used to specify the dimer configuration. Th&vecimincidental with the axis
and connects the centers of mass of the two dimers. Associated with each monomer is a set of Euler angles as given in ref 35. The orientation of
CHsCN is given by the anglesug,(1,y1), wherea, is held fixed at zero, and the orientation of €© given by (;,32). Due to the cylindrical
symmetry of CQ, y; is undefined, which reduces the number of independent variables to five. See the text for further explanation.

molecular axis and one of the CH bondg; is taken to be body interactions. Describirig, as a potential function of five
zero when the half-plane containing the CH bond coincides with coordinates by

the XZ plane and lies in the positivé hemisphere (see Figure

2). y1is then allowed to vary betweerf @nd 120, with the Eine = V(RB1Y1.820) (10)
sense of rotation always being done such that the CH bond lies ) ) )

in the positiveY hemisphere. With this definition of;, one the symmetries can be concisely written

can take advantage of ti@, symmetry of CHCN. y, would onm

be the angle of rotation for GCabout its molecular axis, but ~ V(RS,71,82.0,) = VIRB.y, + T:ﬁz-az : n=1,2 (11)
due to its cylindrical symmetry, it is undefined and allows us

to reduce the coordinates from six independent coordinates to V(R o) = V(RA. — —o 12
five. B1 is the simple angle between the positiZeaxis and Ry 10200 = VR =712~ 0) (12)
the vector drawn from the COM of GEN to the methyl V(R o) = V(R T — B+ o 13
carbon. Likewisep; is the angle between one of the CO bonds (RAw71B200) = VRALy 17 = Py ) (13
and the part of th& axis whereZ > R. Both 5; and 3, are V(RBLY 1B 0s) = V(RBy =717 — B — ) (14)

allowed to vary between°Go 18C. oy is an angle of rotation
between two half-planes, both of which have their edge and further symmetries in special cases such as
coincidental with theZ axis. The first half-plane, which is taken

to remain stationary, is formed by tieaxis and the positivX V(RA.,v1,00,) = V(RS,,7,,0,0) (15)
axis. The second half-plane, i.e., the rotating plane, is formed

by theZ axis and the CO bond involved in the definition/i V(R,0,y1,6,a,) = V(R,0,08,,0, — v,) (16)
ap can vary over the range fronf @ 360 and is zero when

the half-plane containing the CO is coincidental with & V(R 7,y 1,050, = V(Rm,08,,0, + y,) a7)
plane and pointing in theé-X direction. The sense of rotation

is clockwise when viewed down th2 axis from —Z to +Z. V(R,0,y,,00,) = V(R,0,0,0,0) (18)
The final Euler angleg;, would rotate the molecular axis for

CH3CN out of theXZ plane. This corresponds to the rotation V(Rm,y,,00,) = V(Rm,0,0,0) (19)

of the entire dimer system, in a fixed configuration, about the
Z axis. Thusg, is not involved in the definition of the relative  Including these symmetry constraints significantly reduced the
positions of the two molecules and thus can be fixed to zero. total number of points needed for our coarse grid covering of
The results of this are that the CCN molecular axis always lies the total PES.
in the XZ plane, and th¢; angle always lies in the positivé A total of 187 points on the PES were computed for various
direction. combinations oR, 31, y1, B2, andow. The first group of points

As alluded to in the previous paragraphs, there are a few chosen were based on the four geometries presented in Table
symmetries within this system that can be exploited to reduce 2. For each of these geometries, we varied onlyRlceordinate
the total number of grid points that need to be considered. The and computed enough points to show the depth and shape of
linearity of the CQ molecule eliminates the need to consider the local minimum well. This required 27 points total for all
the sixth coordinate necessary for describing general rigid two- four geometries investigated, and the results are shown in Tables
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6—8. Next, we covered a coarse grid Ry 51, andy1, while
fixing the remaining coordinates to those of geometry G1. For
this collection of points, we selected values Bfrom the set
(G1,3.5,3.75,4.0,4.25,4.5,4.75 A), 6t we selected from (O,
45,90,135,18%), and fory; either the G1 value or G 60°.

A subset of these points, where oriyandS; vary, is given in

Tables 9 and 10 for the purpose of discussion, and the remainder

of the data points are included in the supplementary Tables
S12-S15. A clarification is required concerning the coordinates
for the points in Tables St2S15. For these four tables, the
algorithm written to transform from internal coordinates to

Cartesian coordinates (used as input to the SAPT procedure)

unintentionally caused a reflection through ¥ plane of the
y1value in structure G1. This generated G1-like structures that
differ from G1 by only +0.294 in the y; torsion angle.
Accordingly, the startingy; value used in S12S15 is not
119.853, but rather 119.853+ 0.294, or taking into account
the Cs, axis,y1 = +0.147. The coordinates in Tables St2
S15 include this difference ip;. Finally, we selected a coarse
grid covering the entire PES with values far= (3,4,5,6 A),
p1=(0,45,90,135,187, y; = (0,60), 5> = (0,45’), anda, =
(0,45,90).

Since SAPT interaction energies are rigorously free of BSSE,
there is no a priori need to compute the SAPT components in

J. Phys. Chem. A, Vol. 102, No. 35, 1998985

TABLE 3: Comparison of the SAPT Interaction Energy
Components for the CHCN—CO;, Interaction Using a
MC*BS and the Analogous DCBS at the Two Local
Minimum Geometries G1 and G4. The Units for the
Energies Are kcal/mol

Gl G4
MC*BS DCBS MCBS DCBS
ELO ~3.64 -364  —1.08 ~1.07
€D, esf3) 0.53 0.53 0.11 0.11
(elx?h 3.88 3.88 1.09 1.09
D (2) 0.25 0.26 0.20 0.21
E&?S; —3.07 —3.22 —-1.21 —1.26
effigp(z) —0.03 —0.05 —0.08 —0.10
E2, ~3.09 ~3.28 ~1.30 ~1.36
(20) —2.01 —2.05 —0.26 —0.26
ind,resp
1E§§§) 0.05 0.05 —0.03 —0.03
E(ezx?rrdisp 0.32 0.36 0.07 0.08
ng?h—ind,resp 1.57 1.57 0.15 0.15
Ein® —2.38 —2.51 —1.06 —-1.12

a Computed according to eq 9.

energy. The s, p, and d functions were then each split into two

a dimer-centered basis set (DCBS), as is necessary in the SMbasis functions using the “even scaling ruté’producing the
CP-corrected approach. Reference 36 investigated some alterorbital exponents given above. This new value E{ﬁf& was

nate schemes for the placement of basis functions for efficient
computation of SAPT components, called monomer-centered
and monomer-centered plus basis sets, MCBS and B&;

respectively. In a“pure” MCBS each monomer uses only those

then used in place of the one that was computed using the basis
set described in the previous paragraph. The addition of
midbond functions for this component will be indicated with a
superscript “¢-mb)” for both the leading term in the second-

basis functions that are placed on its own nuclear centers. Theorder dispersion energy and for the total interaction energy as

“plus” in the MC'BS case indicates basis functions used in
addition to the monomers’ original basis set. The location for
these additional functions in the MBS are the original
locations of the basis functions on the ghost monomer. Eventu-
ally, adding functions to the MCBS in this manner would
produce the full DCBS. The goal, however, is to reduce the
computational effort below that required for the full DCBS while
retaining acceptable accuracy. A MBS that best balances
the goals of computational tractability and accuracy in SAPT
calculations is one in which only the valence basis functions
are retained on the ghost monomer. Explicitly, when a-CH
CN SAPT computation is being performed, only s and p type
functions are included in the GQ@host basis set. Likewise,
when the CQ computation is being performed, only s and p
functions are placed on the C or N atoms of {CiNl, and only

E(Zigp))(+mb) and Ei,(t™), respectively.

4. Results and Discussion

As a check on the quality of the AO basis set used on the
monomers, we report the calculated electric dipole and quad-
rupole moment of CBCN and CQ, respectively. The theoreti-
cal values are calculated at the QCISD level with the aug-cc-
pvdz basis set used on the monomers throughout this work. The
electric dipole moment of C4#CN is predicted to be 3.95 D,
while experiment gives 3.92 B$. Values for the CQ@ experi-
mental quadrupole momeéiftvary over the range—{1.34 to
—1.5)x 1071°C A2 while the calculated value lies at the upper
end of this range with a value 6f1.514x 1071°C A2

Table 3 compares the SAPT components computed using the

s type functions are placed on the H atoms. This arrangementMC*BS described in section 3 with the equivalent DCBS at

allows a 206-30% reduction in the size of the basis compared
to the equivalent DCBS with almost no sacrifice in accuracy.
This significantly reduces the computational effort because the
most computationally expensive SAPT componeBfZ)
scales as1; n{, wheren, andn, are the numbers of occupied
and virtual orbitals, respectively. In this manner, the full DCBS
size of 165 basis functions was reduced to a'®8S size of
135 and 117 basis functions for monomer M and CQ,
respectively.

A separate computation was performed for ﬂﬁﬁ’) compo-
nent, which is variational in character. The MBS was

the two geometries G1 and G4. The difference in the first-
order components between a MBS and the equivalent DCBS

is less than about 0.01 kcal/mol. Aside fr(Eﬁgg, which will

be replaced as previously described, the second-order differences
at least partially offset each other for the geometries shown,
though this cannot be relied upon over the entire PES. This
level of error should be substantially smaller than the other
sources of error in the present work. Further, the reduction in
the number of basis functions decreases the computational cost
at each geometrical configuration by more than a factor of 3.
For the most time-consuming component, the triples portion of

augmented with a large midbond set of 2s2p2d1flg placed atE&Ziszg, this cost is cut by 3.5 times by using a MBS rather

the midpoint of the line segment defining the coordirfatd he

than a DCBS.

orbital exponents are 0.15 and 0.6 for s, p, and d functions and Table 3 further shows that the largest components in absolute

0.3 for the f and g functions. These functions were selected by
optimizing one basis function of each type to one digit accuracy
with the goal of maximizing the absolute value of tk SF))

magnitude for G1 and G4 af}), ESY), andEGe, Previous
experiencé and Table 3 indicate that the first two components

converge very quickly with basis set and are sufficiently
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: Comparison of Supermolecular Results wi . Contribution of Basis Functions of Differen
TABLE 4: C i fS lecular Results with TABLE 5: Contributi f Basis Functi f Diff t
SAPT Results at Three Local Minimum Geometries. The Angular Symmetry Placed at the Midbond Position to the
SM Interaction Energies Are Computed Using the EY Eneray (in kcal/mol)2
Boys—Bernardi?® Counterpoise Scheme. The SAPT disp oy ( : ) _
Components Use a MCBS. The DCBS Values Available for midbond basis geometry
Geometries G1 and G4 Are Displayed in the Footnotes If ; —
They Differ by More Than 0.02 kcal/mol from the MC *BS basistype number symmetry basis size Gl G4
Value DCBS none 165 -3.22 -1.26
MC*BS none 135 —-3.07 -1.21
Gl G2 G4 MC*BS 2 s 137 317 -1.23
B —0.39 1.30 —-0.15 MC*BS 2 p 143 -335 -1.31
HF _ _ MC*BS 2 d 153 —3.47 -1.36
Esper” 0.21 1.36 0.10 MC*BS 1 f 160  -355 -1.38
0 —0.18 —0.06 —0.06 MC*BS 1 g 169  -3.60 -—1.39
EMP2 -1.75 —1.49 —-0.75 o o )
EMP2 173 152 —0.80' aThe table indicates the successive inclusion of each of the
,\SA/;;T ' ’ ) symmetries, e.g., row g includes the full 2s2p2d1flg set. The numerical
5MP3 —0.03 0.05 0.05 values of the exponents used for each symmetry are found in section
Ent 0.47 0.23 0.09 3. The number of basis functions refers to the sCN monomer
Eg:gTe 0.56 0.30 0.17 including midbond functions and ghost functions placed on the CO
MP3 _ _ _ nuclear centers. The values computed without midbond functions are
o 0.08 0.07 0.08
Emtpzl —050 ~0.30 ~0.16 taken from Table 3.
s -0.8% —0.30 -0.29 N
oMP4 0.30 0.00 0.13
E_(l—:F+MP2+MP3+MP4) —-2.17 —0.26 —0.97 2
n
Esapt" -2.37 -0.22 -1.07 —
6(HF+MP2+MF'3+MP4) 020 _004 010 g 1F
~
SEG = OB LB B BB 2 e
Eelst.resp+ 1Eind,resp+ 6exck(z) + Eexcrrdisp + tEe)«:rrind' ¢DCBS value is §
—1.84 kcal/mol DCBS value is—0.84 kcal/mol. Edgar ~ S eep i i
+ Efe) ' Edrer~ EG2) 9 DCBS value is—0.83 kcal/mol." Computed = Gt
according to eq 9. 27
G1 G3
converged with the current M@S. More attention must be pEg w w

paid to Eﬁf,;’; since small percentage errors in this component ’ * RIAD ° ¥

can translate into relatively large absolute errors in the final
energies. With this in mind, the convergence properties of this Figure 3. Cuts inR through the potential energy surface for the four
component with respect to basis set saturation will be studied local minimum geometries detailed in Table 2. The final energies were
in more detail below. computed using eq 9 and incluﬂéﬁg")(*mb). The solid line is a spline

Table 4 compares the best currently coded SAPT approxima-ﬁt to the singlejpoint SAPT energies for _each cut and is only to guide
tion t h SM HE. MP2. MP3 d MP4) with th the eye. Energies are in kcal/mol, and distances refer to the center-of-
lon to eac energy ( ! ' » ana it ) wi € mass separation between the two monomers in angstroms.
appropriate sums detailed in the footnotes to this table. At the

G1 geometryHF, the difference between the four-term SAPT

HE HE p functions at the midbond, the value 53%23, is already lower

app_roxim_ati_on 1By and I.Eim itself, i_s less than 0.2 kcql/mol. .. than the corresponding DCBS value while using 22 fewer basis
While this is a small difference in gbsolute magnltude_, ' functions. This indicates that midbond functions are helping
represents a large pgrcen?ageEﬁf. This large percentage is 4 converge this component faster than nuclear-centered basis
misleading though since it occurs near the point wHEfg functions of higher angular symmetry placed at the other nuclear
crosses zero. The absolute valuesEgf) and ESQ), given in centers. The increase in the computational cost of treating only
Table 3 are nearly 4 kcal/mol at G1, but are opposite in sign g@9 yith the full set of midbond basis functions is rather
and cancel to within a fraction of a kcal/mol. The comparison minor, yet provides a significant increase in accuracy for this
to SM-MP2 is quite good at all three geometries, probably component. Using this set of midbond functions in the

indicating reasonably good agreement over the entire PES. Thecomputation of all SAPT components would not have improved
SM-MP3 energies show a small difference in absolute values e accuracy of the results in proportion to the amount of

of less than 0.1 kcal/mol. The SM-MP4 energy comparison aqgitional computer time needed.

shows the largest deviation of 0.3 kcal/mol from the SAPT Figure 3 displays a cut iR for each of the four geometries
approximation at geometry G1. This deviation is probably due G1, G2, G3, and G4. Tables 6, 7, and 8 provide the individual
to accumulation of errors resulting from the neglecEfif)..,  SAPT components and total interaction energy for each of the
and Effxi)wisp. points shown in Figure 3. Geometry G1, with €@ughly
Table 5 investigates the effect dB.-) of adding basis  parallel to the CCN axis, has a total interaction energy of

functions with different angular symmgtries placed at the En(t™?) = —2.90 kcal/mol. This is slightly more stable than
midbond position as described in section 3. The value for this G3, whereEj,{*™) = —2.82 kcal/mol and the CQs perpen-
component using the DCBS from Table 3 is repeated in Table dicular to the CCN axis. The interaction energy-cf.25 kcal/

5 for comparison. The addition of the full midbond 2s2p2d1flg mol at geometry G4 is significantly smaller in magnitude than
set lowers this energy component by 0.53 (17%) and 0.18 (15%)for the former two geometries. Finally, geometry G2 is only
kcal/mol for the geometries G1 and G4, respectively, from its weakly bound at-0.43 kcal/mol.

MC*BS value. This results in a 22% and 16% lowering of the Figure 4a shows the cut through geometry G1 broken into
final value ofEjy; for these geometries. By adding only s and the components indicated in eq 9. The minimum energy for
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TABLE 6: Potential Cuts in R through the Two Local Minimum Geometries G1 and G2. All Energies Are in kcal/mol and

Distances in
Gl G2

R: 2.75 3.00 3.25 3.33 3.50 3.75 4.00 4.50 4.00 4.50 4.65 5.00
E:tF 9.60 2.80 0.04 -0.39 —0.94 —1.18 —1.14 —0.85 8.94 1.93 1.30 0.66
Egllgt) —13.00 -—7.10 —4.20 —3.64 —2.71 —1.89 —1.40 —0.86 —2.79 0.15 0.33 0.44
Efelx‘i)h 25.50 11.33 5.00 3.88 2.19 0.96 0.42 0.08 13.14 2.09 1.17 0.31
E®. -1358 -587 -258 -201 -116 -054 -027 008 -433 -064 -0.38 -0.13
B naresy 1169 4.94 2.06 1.57 0.85 0.35 0.14 0.02 3.59 0.44 0.23 0.05
OHF -1.00 -050 -023 -018 —0.11 —-0.05 —0.03 —0.01 -067 —010 —0.05 —0.02
Eglgt,res(ﬁ) 0.77 0.68 0.57 0.53 0.46 0.37 0.29 0.19 —0.71 —-0.27 —-0.21 —-0.14
€D 1.23 0.64 0.31 0.25 0.15 0.07 0.03 0.01 1.26 0.30 0.18 0.06
tEifj) —0.09 0.03 0.05 0.05 0.04 0.03 0.02 0.01 —0.37 —0.04 —0.02 0.00
IE((eZ)f:)and 0.07 —0.03 —0.04 —0.04 —0.03 —0.02 —0.01 0.00 0.31 0.03 0.01 0.00
Efflg; —9.09 —5.62 —3.53 —-3.07 —2.26 —1.47 —0.98 —0.46 —5.11 —-1.92 —1.46 —0.80
Egz.slr), 2.44 1.46 0.90 0.78 0.57 0.38 0.25 0.12 0.70 0.24 0.19 0.11
Eff.i,i —2.36 —1.47 —0.93 —0.81 —0.60 —0.39 —-0.27 —0.13 —1.00 —0.39 —0.30 —0.17
6512;)(2) 0.09 0.00 -—0.03 —0.03 —0.03 —0.02 —0.01 0.00 -—0.30 —0.15 —0.11 —0.06
Effi._);p(Z) -9.00 -562 —-355 —-3.09 —228 —-149 -099 —-047 -542 207 -157 —0.86
S 170 084 041 032 019 009 004 001 072 014 008 002
E?nc;" —5.32 —3.45 —2.26 —1.98 —1.47 —0.96 —0.62 —0.26 —4.21 —-1.91 —1.52 —0.91
Eint 4.28 —0.66 —2.22 —2.37 —2.41 —2.14 —-1.76 —-1.11 4.73 0.01 -0.22 —0.26
E(%gg&mb) —-10.92 —6.69 —4.14 —3.60 —2.62 —1.69 —-1.12 —0.52 —6.11 —2.23 —-1.67 —0.90
Ejnt ™m0 2.45 —1.72 —2.84 —2.90 —2.78 —2.36 —-1.89 —1.16 3.73 —0.29 —0.43 —0.35
TABLE 7: Potential Cut in R through the Local Minimum TABLE 8: Potential Cut in R through the Local Minimum
Geometry G3. All Energies Are in kcal/mol and Distances Geometry G4. All Energies Are in kcal/mol and Distances
in in

R R
3.75 400 428 450 475 500 5.50 4.75 5.00 5.25 5.57 5.75 6.00 6.50

ENr 5.03 0.54 -1.13 —1.44 —-1.39 —1.20 —0.82 ENF 1429 511 1.43-0.15 —0.43 —0.54 —0.48
(1|gt) —11.29 —6.16 —3.52 —2.43 —1.72 —1.28 —0.79 Eéllgt) —8.55 —3.89 —2.00 —1.08 —0.85 —0.66 —0.46
Efelx%)h 18.84 787 29 132 053 0.21 0.03 Egleé)h 2474 984 382 109 054 020 0.03
E® e -9.30 —3.71 —1.42 —0.69 —0.33 —0.18 —0.07 E®., 643 —222 —081 —0.26 —0.15 —0.08 —0.04
ECO sy 48 284 096 040 014 005 001 E&9 . 567 192 064 015 007 002 0.00
onr —-0.70 —0.29 —0.10 —0.04 —0.02 —0.01 0.00 oHF —-1.15 -0.53 —0.21 —0.05 —-0.02 —0.01 0.00
B o3 030 001 015 018 017 016 011 & (3) -048 —0.12 004 011 012 012 0.9
eglx)d(z) 213 114 053 0.28 0.13 0.06 0.01 églx)d{z) 216 1.15 056 020 011 0.05 0.01
tEi(lfg) —-1.17 -0.51 —-0.19 —0.08 —0.03 —0.01 0.00 tEfﬁ? —0.99 —-0.38 —0.14 —0.03 —0.01 0.00 0.00
€ 094 039 013 005 001 000 000 ®® 08 033 011 002 001 000 0.00
(2.23 —591 —-3.55 —2.06 —1.36 —0.87 —0.58 —0.28 Egzls% —6.38 —3.74 —2.25 —1.21 -0.88 —0.58 —0.27
(lelg 151 087 050 033 0.22 0.15 0.07 Esz.slg 1.19 065 038 021 0.16 0.11 0.05
(2._5& —-1.72 —1.03 —0.61 —0.40 —0.26 —0.17 —0.08 Eff.._?; —-1.30 —0.80 —0.50 —0.29 —-0.22 —0.15 —0.08
@ 2) —-0.21 —0.16 —0.11 —0.07 —0.04 —0.02 —0.01 @y2) —-0.11 —0.14 —0.12 —0.08 —0.06 —0.04 —0.02
(zigp(z) —6.12 —3.71 —2.17 —1.43 —0.92 —0.60 —0.28 Eszi;p(Z) —6.49 —3.88 —2.37 —1.30 —0.95 —-0.62 —0.29
E(ezx%)Hisp 1.15 054 0.23 0.11 0.04 0.02 0.00 Eg?:)l'rdisp 1.12 051 0.22 0.07 0.04 0.02 0.00
Ecor —3.37 —2.14 —1.33 —0.90 —0.58 —0.38 —0.15 ECo —-3.80 —2.39 —1.57 —0.92 —0.68 —0.44 —0.19
Eint 1.66 —1.60 —2.45 —2.34 —1.97 —1.58 —0.97 Eint 1049 2.73 —0.14 —1.07 —1.11 —-0.98 —0.66
(ziggﬁmb) —7.13 —4.24 —2.43 —-1.58 —1.00 —0.66 —0.30 Egziggﬁmb) —7.94 —455 —2.66 —1.39 —0.99 —0.64 —0.29
Ejni(Tmb) 0.44 —2.29 —2.82 —2.57 —2.10 —1.66 —1.00 EjneTMb) 8.93 1.92 —0.55 —1.25 —1.22 —1.04 —0.68
E,ﬁ'f is nearR = 3.75 A, while the full interaction energy g9 + E@)  —157—2.01= —0.44 kcal/mol. The

including correlation corrections predicts the minimum to occur
nearR = 3.33 A, or 0.4 A shorter than the HF value. This

comparison clearly indicates the need to include the intermo-

lecular electron correlation effects for this system. At the
minimum for the correlated interaction, the HF contribution is
only —0.39 kcal/mol and is determined by two pairs of large
values of opposite signs; the first-order interactidiy), +

E19 = 3,88 — 3.62 = +0.26 kcal/mol, and the second-order

elst

exch—ind,resp ind,resp ™
resulting two values of opposite signs, plus the residua
—0.18 (see eq 8), produce the comparatively small39 kcal/
mol contribution by theEl!f. Therefore, the correlated inter-
action terms account for most of the2.90 kcal/mol stabilization
energy Ei,(™™P) near the minimum. It is worth pointing out
that even though the net HF induction energy is onl§.44
kcal/mol, it still represents 15% of the totB,(*™>) = —2.90
kcal/mol.
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a TABLE 9: Potential Cuts in #; at Geometry G1 for Two
Different R Values. All Energies Are in kcal/mol and
Distances in A. Only Two Angles Are Shown for theR
Value Taken from Geometry G1 Since Each of the Others
Are Too High on the Exponential Wall
R Gl 4.0
P 90° 135 45° 90 108 135 18CF
= e 158 4.16 11.04-0.8 -—1.14 —-1.01 9.59
E E(ellg) —-35 -—-845 -6.13 —1.14 —-1.40 —2.41 —8.92
J Egg)h 582 1431 1846 0.5 0.42 1.74 20.09
= ECO , 191 —7.76 —5.64 —0.23 —0.27 —0.9 -8.22
§ g@0) 150 658 516 0.1 0.14 064 7.24
exch—ind,resp
— ;L HF —0.32 -0.53 -0.81 —0.03 —0.03 —0.08 —0.59
= G(ejlgtres;(:g) 0.24 043 -0.32 021 0.29 0.29-0.56
églx)c;{z) 058 068 113 0.08 0.03 013 152
=2 tEi(rfg) —0.14 -0.06 —0.64 0.00 0.02 0.01-1.26
t (zxi)hind 0.11 005 058 0.00-0.01 —0.01 1.11
_al Eszlgg —3.57 =555 —-5.13 —1.09 —0.98 —1.64 —5.57
E&%sl) 080 148 0.78 025 025 041 146
ngigi —-0.88 —1.43 —0.96 —0.29 —0.27 —0.42 —1.55
_4 Il Il _ _ _ _ _ _ _
3.0 35 2.0 a5 e% 2) 0.08 —0.05 —0.17 —0.03 —0.01 —0.01 —0.1
R [A] Edi%F(Z) —-3.65 =55 -53 -—-1.12 —-0.99 —-1.65 —5.66
ngc)rkdisp 040 101 095 0.04 004 015 122
4 En' —2.46 —3.38 —3.61 —0.79 —0.62 —1.08 —3.62
b = 088 078 7.43-159 —1.76 —2.09 5.97
Egzigr)’ﬁmb) —4.11 —-6.74 —6.04 —1.21 —1.12 —1.95 —6.75
3+ EjntTmb) —1.41 -0.41 6.52 —1.71 —-1.89 —2.4 4.79
o | neinte Moving away from the G1 minimum to larger intermolecular
distances, the stabilization energyRit= 3.75 A (see Figure
—_ 4a) is composed of nearly equal contributions from the
3 s dispersion term and the HF energy. The delicate balance
£ between the first- ESS) and EGo) and second-Bg)., and
E 0 Efeh-inares) Order interactions contributing &}y is shown in
O Figure 4b. Table 6 shows the repulsive first-order exchange
& . energy is a major contributor t&, over most of the cut
S5 through G1 and counters the large stabilizing interaction arising
from the electrostatic ternlY. This gives a net HF first-
2y order contribution oSS + ESY = —0.93 kcal/mol, or 39%
of the total interaction energy & = 3.75 A. While this is
-3+ also a general trend, the G2 geometry is a notable exception.
Table 6 shows the G2 HF electrostatic tefj>) to be
—4 . . repulsive, with a value of-0.33 kcal/mol near the minimum at
3.0 3.5 4.0 4.5 R = 4.65 A. Returning to the G1 geometry, the induction
R [A] energy %)) accounts for 22% of the stabilization interac-
Figure 4. (a) SAPT components used in eq 9 for a rangReflues tions atR = 3.75 A, which gives a net HF second-order
at and around the local minimum geometry G1. The estimated contribution ofEi(ﬁg?resp+ Eg(?h—ind,resp: —0.19, or 8% of the

componentE@2) . is not included in the figure. The numerical total interaction energy.
results for this cut are displayed in Table 6. The energies and distances A summary of the individual components split according to
are given in units of kcal/mol and angstroms, respectivelyEffy)and eq 9 for all four geometries G1, G2, G3, and G4 are shown in
th? SAPT C?gpone”ts included in eq 8 at and around geometry G1 asygiogram format in Figure 5a. A quick inspection shows that
a function ofR the E§)(2)+™) energy is the largest component in absolute
Closer examination of Figure 4a shows that almost all of the value for each of these configurations. Also, it is clear that
stabilizing energy comes from the dispersion energy. The gHF njays an important role in determining the total interaction
intramonomer electron correlation contributiorEgzile), and energy at two of the four minimum geometries, specifically G2
E¢2, essentially cancel one another, making a very small net and G3. For all configurations except G2, tBf energy
attractive contribution [the sum is labeled é,ﬁp(Z) in Table stabilizes the complex.
6]. Table 6 shows that at the G1 conformatiaff)(2) A histogram for the components dy for these four
contributes only 1% of the total dispersion energy. In general, geometries is given in Figure 5b. The repulsive contribution
egzi;p(z) accounts for no more than about 10% of the leading- Of E,t']f for G2 differs from the other three minima by having a
order component=;oX*™), and for about two-thirds of all of ~ positive electrostatic interaction energy, i. Se = +0.33
the points computed this contribution is less than 5%. The kcal/mol. In the other three minimum conformatiofi;) is
primary source of the stabilization of the G1 complex can be negative and nearly cancels the positﬁ&%)h term. Hence, as
pinpointed to the leading-order dispersion tdE{fifg(*mb). seen in Table 6, the combination of the positive electrostatic
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Figure 5. (a) Interaction energy and individual components indicated in eq 9 shown in histogram format to illustrate the relative importance of the

various energy contributions at the G1, G2, G3, and G4 minima. (b) Histogram contEﬁ*ﬁrz@d the SAPT components included in eq 8 at the
G1, G2, G3, and G4 minima.

7 INIZIN N

term and a large (positivef.o), accounts for the very weak  primarily by two termsEfff and E§2(2)"™). The remaining

bond at this geometry. Finally, for configurations G1 and G4, terms from Ey" are small in absolute magnitude and es-

Figure 5b illustrates the cancellation within the first-order and sentially cancel one another. Table 9 indicates that the leading-

second-order HF terms, leavirig)(2) ™) as the dominant  order dispersion termEZoX*mb), accounts for most of the net

contribution to the total interaction energy. _ contribution to the total dispersion interaction. THg. and
Tables 9 and 10 provide the interaction energies on the PESg(22) energies are individually 28% or less of tBE? energy
around geometry G1 as a function 8f for three values oR. =P i '

_ ] - ) but are nearly equal in magnitude and opposite in sign,
Figure 6 displays th¢s, dependence of the total interaction  gffectively cancelling one another. This cancellation of disper-
energy atR = 4.0 and 4.75 A. Figure 6 clearly shows the

; sion components was noted earlier in the analysig;gf ™
asymmetry in3; for theR = 4.0 A cut due to the absence of a

try plane in CECN. AtR = 4.75 A the PES flatt as a function ok
onh Symmetry plane in . =4. e attens . HF - - .
out and is everywhere attractive as a function of the single . The separation d& into the components indicated in eq 8

int

variableg, albeit weakly bound. These plots predict a favorable IS Shown in Figure 7b. The second-order terMBSeh-ind resp
anglep; of approach in the range 8G< 5, < 150 and EGY).., practically cancel over the entire range /8.
Analyses of the terms defining the toh{™P are shown Thus, the general dependencdﬁﬁf on 31 can be assigned to
in Figures 7 and 8 foR = 4.0 and 4.75 A, respectively. Figure the two first-order term&\o} and ESC).  As f; goes to 186,
7a plots the components & (™ (according to eq 9) as a  the atoms of the COmolecule come into closer proximity with

function of 81 at R = 4.0 A. Again Ei "™ is determined atoms on CHCN. At f; = 180, an oxygen resides only 1.95
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TABLE 10: Potential Cut in f; at Geometry G1 for R =
4.75 A. All Energies are in kcal/mol

1
45° 90 135 180°
e 0.55 —0.83 —0.93 0.11
£ ~0.56 —0.83 ~1.00 ~1.15
ECL0). 1.28 0.06 0.15 156
£ —0.34 ~0.07 —0.12 —0.60
ind,resp
g0 0.24 0.02 0.04 0.38
SRETINMEP 07 000  —0.01 ~0.07
0. 3) 0.00 0.17 016  —0.02
elst,res
() 0.16 0.00 0.02 0.27
() —0.04 0.01 001  -0.11
£ 0.03 0.00 0.00 0.07
exch—ind
) ~1.17 ~0.37 ~0.50 ~1.29
2] 0.16 0.10 0.13 0.32
ngi —0.25 ~0.10 -0.13 ~0.39
€22) ~0.09 0.00 000  —0.07
E () ~1.26 ~0.37 ~0.50 ~1.35
g0 0.09 0.01 0.01 0.13
exch—disp
Sor ~1.02 ~0.19 ~0.30 ~1.02
. —0.47 ~1.02 ~1.23 —0.91
ECOKm —1.34 ~0.38 —0.57 ~1.50
Eqn ™) —0.64 ~1.03 ~1.30 ~1.12
7
6_
5,
4A
7
=4.00
37
i
&
[
-]
=
-3 r — T T r T
45 65 85 105 125 145 165
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Figure 6. En{t™ as a function ofj; for R = 4.0 andR = 4.75 A,

with the remaining coordinates taken from G1. The solid line is a spline
fit to the single-point SAPT energies for these two cuts and is only to
guide the eye. Data taken from Tables 9 and 10.

A away from the nitrogen. In this arrangement, one would
expect a repulsive intermolecular penetration of the electron
clouds by the two monomers, i.e., a “steric” interaction, and
indeed the exchange (repulsion) interaction dominates neér 180
This strong dependence B X%)h on A1 (indirectly onR) can be
seen in Tables 9 and 10, and in Figure 7b as changgs in
bring the two molecules closer together. TE&Y term
changes from a maximum af20 kcal/mol a{3; = 180° to 0.4
kcal/mol at 108 (see Table 9).

As the two molecules separate to a distanc®ef 4.75 A,
Figure 8a shows a similar relationship between the total
interaction energy and its components as seen at the slorter
= 4.0 A distance. A, varies over 45 < 31 < 180, Ej(tmP)
is once again seen to be composed primarily of Eﬁé and
Egzigp(Z)“mb) contributions, and the dispersion interaction is
comprised almost entirely of the leading-order tdfﬁ?ifg(mb)
(see Table 10).Ei':,tF is again a balance between the first-order

termsESY andESY). From the above discussion it is clear that

Williams et al.
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Figure 7. (a) Interaction energfi™ and its components according

to eq 9 shown as a function ¢f;, for R = 4.0 A. The remaining
coordinates are those of the G1 geometry. Data taken from Table 9.

(b) HF interaction energE{r‘,tF and its components according to eq 8

shown as a function g8, for R = 4.0 A. The remaining coordinates
are those of the G1 geometry. Data taken from Table 9.

the qualitative, if not quantitative, changes En(™™? as a

function ofRandf; can be traced primarily to three interaction
. 10 10 20

terms: ESS), ES, and EGoXmb)

5. Conclusions

The CHCN—-CO, potential energy surface (PES) was
investigated using symmetry-adapted perturbation theory (SAPT).
Approximately 200 geometrical configurations were computed
for both selected individual cuts of the PES around the four
minimum energy geometries and a coarse grid spanning the five
intermolecular coordinates. A separate computation with a
larger basis set including midbond functions was also performed
at each point for the leading-order dispersion energy. Four
representative local-minimum geometries were investigated to
determine the relative strengths of different physical contribu-
tions to the interaction energy. The leading-order dispersion
energy, Egzlgg contributed a large percentage of the binding
energy near each of the local minima investigated. Surprisingly,
the intramonomer electron correlation corrections to the leading-
order dispersion component had very little impact on the final
energies due to cancellation between them even though indi-
vidually they typically had large absolute magnitudes. The

supermolecular Hartreg~ock energy,Ef,'nF, which includes
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a 2 B computations used in this study (15 pages). Ordering information
g0 em can be found on any current masthead page.
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